
Testimony for House Select Committee on Energy 

Independence and Global Warming 

 

Benjamin D. Santer 

May 20, 2010 

 

1. Biographical information 

My name is Benjamin Santer. I am a climate scientist. I work at Lawrence 

Livermore National Laboratory (LLNL) in Livermore, California. I am testifying 

today as a private citizen rather than as an official representative of Lawrence 

Livermore National Laboratory. 

I have been employed since 1992 in LLNL’s Program for Climate Model 

Diagnosis and Intercomparison (PCMDI). PCMDI was established in 1989 by the 

U.S. Department of Energy, and has been at LLNL since then. PCMDI’s mission is 

to quantify how well computer models simulate important aspects of present-day 

and historical climate, and to reduce uncertainties in model projections of future 

climate change.  

PCMDI is not engaged in developing its own computer model of the climate 

system (“climate model”). Instead, we study the performance of all of the world’s 

major climate models. We also coordinate international climate modeling 

simulations, and help the entire climate science community to analyze and 

evaluate climate models.  



I have a Ph.D. in Climatology from the Climatic Research Unit of the 

University of East Anglia in the United Kingdom. I went to the Climatic Research 

Unit in 1983 because it was (and still is) one of the world’s premier institutions for 

studying past, present, and future climate. During the course of my Ph.D., I was 

privileged to work together with exceptional scientists – with people like Tom 

Wigley, Phil Jones, Keith Briffa, and Sarah Raper. 

My thesis explored the use of so-called “Monte Carlo” methods in assessing 

the quality of different climate models.  After completing my Ph.D. in 1987, I 

spent five years at the Max-Planck Institute for Meteorology in Hamburg, 

Germany. During my time in Hamburg, I worked with Professor Klaus Hasselmann 

on the development and application of “fingerprint” methods, which seek to 

improve our understanding of the nature and causes of climate change.  

Much of the following testimony is adapted from a chapter Tom Wigley and 

I recently published in a book by Dr. Stephen Schneider (1). 

 

2. Introduction 

In 1988, the Intergovernmental Panel on Climate Change (IPCC) was jointly 

established by the World Meteorological Organization and the United Nations 

Environment Programme. The goals of this panel were threefold: to assess 

available scientific information on climate change, to evaluate the environmental 

and societal impacts of climate change, and to formulate response strategies. The 

IPCC’s first major scientific assessment, published in 1990, concluded that 

“unequivocal detection of the enhanced greenhouse effect from observations is 

not likely for a decade or more” (2). 



 

In 1996, the IPCC’s second scientific assessment made a more definitive 

statement regarding human impacts on climate, and concluded that “the balance 

of evidence suggests a discernible human influence on global climate” (3). This 

cautious sentence marked a paradigm shift in our scientific understanding of the 

causes of recent climate change. The shift arose for a variety of reasons. Chief 

amongst these was the realization that the cooling effects of sulfate aerosol 

particles (which are produced by burning fossil fuels) had partially masked the 

warming signal arising from increasing atmospheric concentrations of greenhouse 

gases (4).  

 

A further major area of progress was the increasing use of “fingerprint” 

studies (5, 6, 7). The strategy in this type of research is to search for a 

“fingerprint” (the climate change pattern predicted by a computer model) in 

observed climate records. The underlying assumption in fingerprinting is that 

each “forcing” of climate – such as changes in the Sun’s energy output, volcanic 

dust, sulfate aerosols, or greenhouse gas concentrations – has a unique pattern of 

climate response (see Figure 1). Fingerprint studies apply signal processing 

techniques very similar to those used in electrical engineering (5). They allow 

researchers to make rigorous tests of competing hypotheses regarding the causes 

of recent climate change.  

  



 

Figure 1: Climate simulations of the vertical profile of temperature change due to five different 
factors, and the effect due to all factors taken together. The panels above represent a cross-
section of the atmosphere from the North Pole to the South Pole, and from the surface up into 
the stratosphere. The black lines show the approximate location of the tropopause, the 
boundary between the lower atmosphere (troposphere) and the stratosphere. This Figure is 
reproduced from Karl et al. (8). 

 

The third IPCC assessment was published in 2001, and went one step 

further than its predecessor. The third assessment reported on the magnitude of 

the human effect on climate. It found that “There is new and stronger evidence 



that most of the warming observed over the last 50 years is attributable to human 

activities” (9). This conclusion was based on improved estimates of natural 

climate variability, better reconstructions of temperature fluctuations over the 

last millennium, continued warming of the climate system, refinements in 

fingerprint methods, and the use of results from more (and improved) climate 

models, driven by more accurate and complete estimates of the human and 

natural “forcings” of climate. 

 

This gradual strengthening of scientific confidence in the reality of human 

influences on global climate continued in the IPCC AR4 report, which stated that 

“warming of the climate system is unequivocal”, and that “most of the observed 

increase in global average temperatures since the mid-20th century is very likely 

due to the observed increase in anthropogenic greenhouse gas concentrations” 

(10) (where “very likely” signified >90% probability that the statement is correct). 

The AR4 report justified this increase in scientific confidence on the basis of 

“…longer and improved records, an expanded range of observations and 

improvements in the simulation of many aspects of climate and its variability” 

(10). In its contribution to the AR4, IPCC Working Group II concluded that 

anthropogenic warming has had a discernible influence not only on the physical 

climate system, but also on a wide range of biological systems which respond to 

climate (11). 

 

Extraordinary claims require extraordinary proof (12). The IPCC’s 

extraordinary claim that human activities significantly altered both the chemical 

composition of Earth’s atmosphere and the climate system has received 



extraordinary scrutiny. This claim has been independently corroborated by the 

U.S. National Academy of Sciences (13), the Science Academies of eleven nations 

(14), and the Synthesis and Assessment Products of the U.S. Climate Change 

Science Plan (15). Many of our professional scientific organizations have also 

affirmed the reality of a human influence on global climate (16). 

 

Despite the overwhelming evidence of pronounced anthropogenic effects 

on climate, important uncertainties remain in our ability to quantify the human 

influence. The experiment that we are performing with the Earth’s atmosphere 

lacks a suitable control: we do not have a convenient “undisturbed Earth”, which 

would provide a reference against which we could measure the anthropogenic 

contribution to climate change. We must therefore rely on numerical models and 

paleoclimate evidence (17) to estimate how the Earth’s climate might have 

evolved in the absence of any human intervention. Such sources of information 

will always have significant uncertainties.  

 

In the following testimony, I provide a personal perspective on recent 

developments in the field of detection and attribution (“D&A”) research. Such 

research is directed towards detecting significant climate change, and then 

attributing the detected change to a specific cause or causes (18, 19, 20, 21). 

 

 

 

 



3. Recent Progress in Detection and Attribution Research 

 

Fingerprinting 

The IPCC and National Academy findings that human activities are affecting 

global-scale climate are based on multiple lines of evidence: 

 

1. Our continually-improving physical understanding of the climate system 

and the human and natural factors that cause climate to change. 

 

2. Evidence from paleoclimate reconstructions, which enables us to place the 

warming of the 20th century in a longer-term context (22, 23). 

 

3. The qualitative consistency between observed changes in different aspects 

of the climate system and model predictions of the changes that should be 

occurring in response to human influences (10, 24). 

 

4. Evidence from rigorous quantitative fingerprint studies, which compare 

modeled and observed patterns of climate change. 

 

Most of my testimony will focus on the fingerprint evidence, since this is 

within my own area of scientific expertise. 

 

As noted above, fingerprint studies search for some pattern of climate 

change (the “fingerprint”) in observational data. The fingerprint can be estimated 

in different ways, but is typically obtained from a computer model experiment in 



which one or more human factors are varied according to the best-available 

estimates of their historical changes. Different statistical techniques are then 

applied to quantify the level of agreement between the fingerprint and 

observations and between the fingerprint and estimates of the natural internal 

variability of climate. This enables researchers to make rigorous tests of 

competing hypotheses (25) regarding the possible causes of recent climate 

change (18, 19, 20, 21).  

 

While early fingerprint work dealt almost exclusively with changes in near-

surface or atmospheric temperature, more recent studies have applied fingerprint 

methods to a range of different variables, such as ocean heat content (26, 27), 

Atlantic salinity changes (28), sea-level pressure (29), tropopause height (30), 

zonal-mean rainfall (31), surface humidity (32), atmospheric moisture (33, 34), 

and Arctic sea ice extent (35). The general conclusion is that for each of these 

variables, natural causes alone cannot explain the observed climate changes over 

the second half of the 20th century. The best statistical explanation of the 

observed climate changes invariably involves a large human contribution.  

 

These results are robust to the processing choices made by different 

groups, and show a high level of physical consistency across different climate 

variables. For example, observed atmospheric water vapor increases (36) are 

physically consistent with increases in ocean heat content (37, 38) and near-

surface temperature (39, 40). 

 



There are a number of popular misconceptions about fingerprint evidence. 

One misconception is that fingerprint studies consider global-mean temperatures 

only, and thus provide a very poor constraint on the relative contributions of 

human and natural factors to observed changes (41). In fact, fingerprint studies 

rely on information about the detailed spatial structure (and often the combined 

space and time structure) of observed and simulated climate changes. Complex 

patterns provide much stronger constraints on the possible contributions of 

different factors to observed climate changes (42, 43, 44). 

 

Another misconception is that computer model estimates of natural 

internal climate variability (“climate noise”) are accepted uncritically in fingerprint 

studies, and are never tested against observations (45). This is demonstrably 

untrue. Many fingerprint studies test whether model estimates of climate noise 

are realistic. Such tests are routinely performed on year-to-year and decade-to-

decade timescales, where observational data are of sufficient length to obtain 

reliable estimates of observed climate variability (46, 47, 48, 49). 

 

Because regional-scale climate changes will determine societal impacts, 

fingerprint studies are increasingly shifting their focus from global to regional 

scales. Such regional studies face a number of challenges. One problem is that the 

noise of natural internal climate variability typically becomes larger when 

averaged over increasingly finer scales (50), so that identifying any human-caused 

climate signal becomes more difficult.  

 



Another problem relates to the climate forcings used in computer model 

simulations of historical climate change. As scientific attention shifts to ever 

smaller spatial scales, it becomes more important to obtain reliable information 

about these forcings. Some forcings are both uncertain and highly variable in 

space and time (51, 52). Examples include human-induced changes in land surface 

properties (53) or in the concentrations of carbon-containing aerosols (54, 55). 

Neglect or inaccurate specification of these factors complicates D&A studies. 

 

Despite these problems, numerous studies have now shown that the 

climate signals of greenhouse gases and sulfate aerosols are identifiable at 

continental and sub-continental scales in many different regions around the globe 

(56, 57, 58, 59). Related work (60, 61) suggests that an human-caused climate 

signal has already emerged from the background noise at even smaller spatial 

scales (at or below 500 km) (62), and may be contributing to regional changes in 

the distributions of plant and animal species (63).  

 

In summarizing this section of my testimony, I note that the focus of 

fingerprint research has evolved over time. Its initial emphasis was on global-scale 

changes in Earth’s surface temperature. Subsequent research demonstrated that 

human fingerprints were identifiable in many different aspects of the climate 

system – not in surface temperature only.  We are now on the verge of detecting 

human effects on climate at much finer regional scales of direct relevance to 

policymakers, and in variables tightly linked to climate change impacts (64, 65, 66, 

67, 68).  

 



 

 

The Microwave Sounding Unit Debate 

For over a decade, scientists critical of “fingerprint” studies have argued that 

tropospheric temperature measurements from satellites and weather balloons 

(radiosondes) show little or no warming of the troposphere over the past several 

decades, while climate models indicate that that the troposphere should have 

warmed markedly in response to increases in greenhouse gases (see Figure 1, 

upper left panel). This apparent discrepancy between climate model estimates 

and observations has been used to cast doubt on the reality of a “discernible 

human influence” on the climate system (69).   

 

It is unquestionable that satellites have transformed our scientific 

understanding of the weather and climate of planet Earth. Since 1979, Microwave 

Sounding Units (MSU) on polar-orbiting satellites have measured the microwave 

emissions of oxygen molecules in the atmosphere. These emissions are 

proportional to atmospheric temperatures. By monitoring microwave emissions 

at different frequencies, scientists can obtain information about the temperatures 

of broad atmospheric layers. Most attention has focused on the temperatures of 

the lower stratosphere and mid- to upper troposphere (T4 and T2, respectively) as 

well as on an estimate of lower tropospheric temperatures (T2LT) (70). 

 

The first attempts to obtain climate records from MSU data were made by 

scientists at the University of Alabama in Huntsville (UAH) (71, 72, 73). Until 

recently, the UAH group’s analysis of the MSU data suggested that the tropical 



lower troposphere had cooled since 1979. Concerns regarding the reliability of 

the MSU-based tropospheric temperature trends were countered with the 

argument that weather balloons also suggested cooling of the tropical 

troposphere (74), and constitute a completely independent temperature 

monitoring system (75, 76). 

 

Throughout most of the 1990s, only one group (the UAH group) was 

actively working on the development of temperature records from MSU data. In 

1998, the Remote Sensing Systems (RSS) group in California identified a problem 

in the UAH data related to the progressive orbital decay and altitude loss over the 

lifetimes of individual satellites. This introduced a spurious cooling trend in the 

UAH data (77). The RSS scientists (Wentz and Schabel) found that the lower 

troposphere had warmed over the satellite era.  

 

The UAH group subsequently identified two new corrections that 

approximately compensated for the cooling influence of orbital degradation. The 

first correction was related to the effects of orbital drift on the sampling of Earth’s 

diurnal temperature cycle. The second (the so-called “instrument body effect”) 

was due to variations in measured microwave emissions arising from changes in 

the temperature of the MSU instrument itself, caused by changes in the 

instrument’s exposure to sunlight (78).   

 

Additional research cast doubt on the UAH results. Three separate groups 

found that the mid- to upper troposphere had warmed markedly over the 

satellite era (79, 80, 81, 82, 83, 84, 85), in contrast to the UAH results (74, 78). The 



UAH group, however, continued to claim close correspondence between their 

own MSU-based estimates of tropospheric temperature trends and trends 

derived from weather balloons (“radiosondes”) (74). This raised critical questions 

regarding the quality of radiosonde temperature measurements. Were these 

measurements an unambiguous gold standard? 

 

Recent research indicates that the answer to this question is “no”. The 

temperature sensors carried by weather balloons have changed over time, as has 

the shielding that protects the sensors from direct solar heating. Solar heating of 

the sensors can affect the temperature measurements themselves. The 

introduction of progressively more effective shielding results in less solar heating, 

and this in turn imparts a non-climatic cooling trend to the daytime 

measurements. 

 

Sherwood et al. (86) discovered this effect by comparing the radiosonde-

based temperature trends based on nighttime ascents (with no solar heating 

effects) and daytime launches. When this solar heating effect was properly 

accounted for, weather balloons yielded tropospheric temperature trends that 

were in better agreement with RSS estimates than with UAH results (86, 87). 

 

Two papers shed further light on these issues. The first paper was by the 

RSS group, and described a new MSU retrieval of lower tropospheric 

temperatures (88). RSS obtained substantially larger T2LT trends than UAH (89). 

Mears and Wentz (88) attributed most of these differences to an error in UAH’s 

method of adjusting for drift in the time of day at which satellites sample the 



Earth’s daily temperature cycle. This error was acknowledged by Christy and 

Spencer (90). When the UAH group remedied this problem, however, their lower 

tropospheric trends increased by much smaller amounts than expected on the 

basis of the RSS analysis (91). 

 

The second paper addressed the physics that governs changes in 

atmospheric temperature profiles. It compared the relationship between surface 

and tropospheric temperature changes over a wide range of observational and 

climate model datasets (92). The focus was on the deep tropics (20°N-20°S), 

where the UAH and RSS tropospheric temperature trends diverged most 

markedly. The intent was to investigate whether the simple physics that governs 

the vertical structure of the tropical atmosphere could be used to constrain the 

uncertainties in satellite-based trends. 

 

This “simple physics” involves the release of latent heat when moist air 

rises due to convection and condenses to form clouds. Because of this heat 

release, tropical temperature changes averaged over large areas (and averaged 

over sufficient time to damp day-to-day “weather noise”) are generally larger in 

the lower and mid-troposphere than at the surface of the tropical ocean. This 

“amplification” behavior is well-known from basic theory (93), observations (94), 

and climate model results (95). 

 

The UAH amplification results were puzzling. For month-to-month 

fluctuations in tropical temperatures, UAH T2LT anomalies were 1.3 to 1.4 times 

larger than surface temperature anomalies, consistent with models, theory, and 



other observational datasets. But for decade-to-decade temperature changes, the 

UAH T2LT trends were smaller than surface trends, implying that the troposphere 

damped surface warming. In contrast, the computer model amplification results 

were consistent across all timescales considered, despite large differences in 

model structure. Like the models, the RSS observational data also showed similar 

amplification of surface warming on different timescales. 

 

These results have at least two possible explanations (15, 20, 96). The first 

is that the UAH data are reliable, and different physical mechanisms control the 

response of the tropical atmosphere to “fast” and “slow” surface temperature 

fluctuations. Such time-dependent changes in the physics seem unlikely given our 

present understanding, and mechanisms that might explain such changes have 

yet to be identified.  

 

A second explanation is that there are still non-climatic artifacts in the UAH 

tropospheric temperature records, leading to residual cooling biases in the UAH 

long-term trend estimates. This is both a simpler and more plausible explanation 

given the consistency of amplification results across models and timescales, our 

theoretical understanding of how the tropical atmosphere should respond to 

sustained surface heating (97), and the currently large uncertainties in observed 

tropospheric temperature trends (15). 

 

The extraordinary claim that the tropical troposphere had cooled since 

1979 has not survived rigorous scrutiny. We have learned that uncertainties in 

satellite estimates of tropospheric temperature change are far larger than 



originally believed, and now fully encompass computer model results (98). There 

is no longer a fundamental discrepancy between modeled and observed 

estimates of tropospheric temperature changes (15).  

 

Assessing Risks of Changes in Extreme Events 

Although we cannot confidently attribute any specific extreme event to human-

induced climate change (99), we are capable of making informed scientific 

statements regarding the influence of human activities on the likelihood of 

extreme events (100, 101). This is an important distinction. 

 

As noted previously, computer models can be used to perform the control 

experiment (no human effects on climate) that we cannot perform in the real 

world. Using the “unforced” climate variability from a multi-century control run, it 

is possible to determine how many times an extreme event of a given magnitude 

should have been observed in the absence of human interference. The probability 

of obtaining the same extreme event is then calculated in a perturbed climate – 

for example, in a model experiment with historical or future increases in 

greenhouse gases, or under some specified change in mean climate (102). 

Comparison of the frequencies of extremes in the control and perturbed 

experiments allows one to make probabilistic statements about how human-

induced climate change may have altered the likelihood of the extreme event (48, 

102, 103). This is sometimes referred to as an assessment of “fractional 

attributable risk” (102). 

 



Recently, a “fractional attributable risk” study involving the European 

summer heat wave of 2003 concluded that “there is a greater than 90% chance 

that over half the risk of European summer temperatures exceeding a threshold of 

1.6 K is attributable to human influence on climate” (102).  

 

This study (and related work) illustrates that the “D&A” community has 

moved beyond analysis of changes in the mean state of the climate. We now 

apply rigorous statistical methods to the problem of estimating how human 

activities may alter the probability of occurrence extreme events. The 

demonstration of human culpability in changing these risks is likely to have 

significant implications for the debate on policy responses to climate change. 

 

4. Conclusions 

In evaluating how well a novel has been crafted, it is important to look at the 

internal consistency of the plot. Critical readers examine whether the individual 

storylines are neatly woven together, and whether the internal logic makes sense. 

 

We can ask similar questions about the “story” contained in observational 

records of climate change. The evidence from numerous sources (paleoclimate 

data, rigorous fingerprint studies, and qualitative comparisons of modeled and 

observed climate changes) shows that the climate system is telling us an 

internally consistent story about the causes of recent climate change.  

 

Over the last century, we have observed large and coherent changes in 

many different aspects of Earth’s climate. The oceans and land surface have 



warmed (26, 27, 37, 38, 39, 40, 104). Atmospheric moisture has increased (32, 33, 

34, 36). Glaciers have retreated over most of the globe (105, 106, 107). Sea level 

has risen (108). Snow and sea-ice extent have decreased in the Northern 

Hemisphere (35, 109, 110). The stratosphere has cooled (111), and there are now 

reliable indications that the troposphere has warmed (15, 112). The height of the 

tropopause has increased (30). Individually, all of these changes are consistent 

with our scientific understanding of how the climate system should be responding 

to anthropogenic forcing. Collectively, this behavior is inconsistent with the 

changes that we would expect to occur due to natural variability alone. 

 

There is now compelling scientific evidence that human activity has had a 

discernible influence on global climate. However, there are still significant 

uncertainties in our estimates of the size and geographical distribution of the 

climate changes projected to occur over the 21st century (10). These uncertainties 

make it difficult for us to assess the magnitude of the mitigation and adaptation 

problem that faces us and our descendants. The dilemma that confronts us, as 

citizens and stewards of this planet, is how to act in the face of both hard 

scientific evidence that our actions are altering global climate and continuing 

uncertainty in the magnitude of the planetary warming that faces us. 

 

5. Personal Thoughts on Harassment of Climate Scientists 

My job is to evaluate climate models and improve our scientific understanding of 

the nature and causes of climate change. I chose this profession because of a 

deep and abiding curiosity about the world in which we live. The same intellectual 

curiosity motivates virtually all climate scientists I know. We care about getting 



the science right – not about getting rich quick, retiring early, or altering global 

systems of government. 

 

In April 1994, I was asked to act as Convening Lead Author of Chapter 8 of 

the IPCC’s second assessment report. The chapter was entitled “Detection of 

Climate Change and Attribution of Causes”. I did not seek this responsibility. It 

was offered to me after at least two other scientists had refused the Convening 

Lead Author job. 

 

Chapter 8 reached the historic conclusion that there is “a discernible human 

influence on global climate”. This single sentence changed my life. Immediately 

after publication of the second assessment report in 1996, I became the subject 

of Congressional inquiry and unwelcome media attention. I was wrongly accused 

of “political tampering” and “scientific cleansing”, of abuses of the peer-review 

system, and even of irregularities in my own scientific research. 

 

Responses to these unfounded allegations have been given in a variety of 

different fora – by myself, by the IPCC, and by other scientists. A complete record 

of these responses was recently posted on RealClimate.org (113). I refer this post 

to your attention.  

 

I firmly believe that I would now be leading a different life if my research 

suggested that there was no human effect on climate. I would not be the subject 

of Congressional inquiries, Freedom of Information Act requests, or email threats. 



I would not need to be concerned about the safety of my family. I would not need 

to be concerned about my own physical safety when I give public lectures.  

 

It is because of the research I do – and because of the findings my 

colleagues and I have obtained – that I have experienced interference with my 

ability to perform scientific research. 

 

As my testimony indicates, the scientific evidence is compelling. We know, 

beyond a shadow of a doubt, that human activities have changed the composition 

of Earth’s atmosphere. And we know that these human-caused changes in the 

levels of greenhouse gases make it easier for the atmosphere to trap heat. This is 

not rocket science. It is simple, basic physics.  

  

Some take comfort in clinging to the false belief that humans do not have 

the capacity to influence global climate; that we do not need to make any 

changes in how we produce and use energy; that “business as usual” is good 

enough for today. 

 

Sadly, “business as usual” will not be good enough for tomorrow. The 

decisions we reach today will impact the climate future that our children and 

grandchildren inherit. I think most American want those decisions to be based on 

the best-available scientific information – not on wishful thinking, or on well-

funded disinformation campaigns.  

 



This is one of the defining moments in our country’s history, and in the 

history of our civilization. For a little over decade, we have achieved true 

awareness of our ever-increasing influence on global climate. We can no longer 

plead that we were ignorant; that we did not know what was happening. Future 

generations will judge us on how effectively we addressed the problem of human-

caused climate change.  

 

I respectfully request that you do everything in your power to permit my 

colleagues and I to continue studying the nature and causes of climate change. 

We need to follow the research wherever it leads us, without fear of the 

consequences of speaking truth to power. 
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